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Introduction  

Data mining technique involves the use of sophisticated data analysis tools to discover 

previously unknown, valid patterns and relationships in large data set [Vivek Bhambri ,2011]. 

Today, customer relationship management in the banking industry is based purely on data mining 

techniques. The different areas in which Data mining Tools can be used in the banking industry are 

customer segmentation, Banking profitability, credit scoring and approval, Predicting payment from 

Customers, Marketing, Detecting fraud transactions and Cash management and Forecasting 

operations [Sudhamathy G , 2016]. Bankers should be vigilant of fraudsters because they will create 

more problems for the banking organisation, especially in finance. Banks hold huge volumes of 

customer behavior-related data from which they are unable to arrive at a judgment if an applicant 

can be a defaulter or not [Sudhamathy G , 2016].  Data mining techniques such as classification 

modelling and fuzzy-based modelling have an important role in solving such problems.  One 

technique for data analysis that forecasts class labels is classification [Berson, et al , 1999]. 

Additional categorization techniques include rule-based, neural network-based, decision tree-based, 

statistical-based, and distance-based approaches [K. Chitra and B.Subashini, 2013]. Lot_Zadeh 

proposed fuzzy logic in 1965 as a way to deal with uncertainty.    

Abstract  

In many nations, loans particularly mortgage loans are essential to the banking sector. 

In many cases, personal loans are regarded as riskier than corporate loans. These two 

factors make the accuracy of loan repayment credibility forecast crucial for the well-

being of households and the financial system, which in turn affects society as a whole. 

By analysing past data and forecasting client behaviour, data mining can resolve the 

issue. A variety of tools are used to make predictions. The most common modelling 

method for predicting a customer's ability to repay a loan is classification. Different 

algorithms can be used for classification, and the algorithms' accuracy varies as well. 

The main objective of this paper is to compare the results of classification using a 

random forest algorithm and fuzzy-based modelling.   
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Since Zadeh introduced fuzzy logic in 1965, it has been successfully used in numerous disciplines 

[Chen and Chiou, 1999]. Numerous fields, including operations research, artificial intelligence, 

medicine, and decision theory, have applications based on fuzzy logic. A considerable degree of 

human knowledge is used in fuzzy systems modelling to create fuzzy rules. Fuzzy theory represents 

information from zero (0) to one (1) and deals with imprecision and vagueness. By using a 

linguistic phrase, it can effectively describe vague knowledge of human subjective judgment. 

Additionally, fuzzy logic has been used to forecast a customer's ability to repay a debt. Given the 

unpredictability of human behaviour, it was thought to be crucial to examine the clients' behavioural 

patterns in relation to their capacity to repay the loan, assuming it was approved [Joseph Kobina 

and   James Ben,2014  ]. 

This paper is organized as follows. The next section explains the dataset used for conducting 

the experiment. Section 3 discusses the methodology of the experiment. It includes classification 

using random forest and fuzzy logic Section 4 demonstrates the results and discussion. The 

conclusion is given in section 5 followed by references.  

Methods and Materials 

Information was gathered from a leading cooperative bank that offers loans to individuals, 

businesses, and other entities in order to satisfy the needs of all kinds of clients. The necessary 

information was obtained by interviewing the banking officer and observing the site. A thorough 

analysis of financial transactions and loan processing was also conducted for the same.  The data set 

includes 15,000 mortgage loan customer details.    

 

Table 1-  Credit Dataset 
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The data collected for the mining process may have missing numbers, noise, or 

inconsistencies. Consequently, conflicting information is produced by the mining process. Effective 

data mining results will come from a process that leverages high-quality data. To improve the 

effectiveness of the data mining process, the quality of the data, and eventually the mining 

outcomes, the acquired data must be pre-processed. Data preprocessing, which deals with preparing 

the initial data set and turning it into the final data set, is one of the most crucial phases in the data 

mining process. To transform the initial data set into the final data set, data preprocessing methods 

such as data cleaning, data reduction, data transformation, data integration are used.  After data pre-

processing, data mining techniques such as classification or fuzzy based modelling can be applied 

to the dataset for obtaining a pattern as knowledge. This knowledge can be used to assist bank 

officers in making proper decisions.   

Classification is a data mining technique that assists in assigning a new data record to one of 

the target classes within a given data set [Berson et.al, 19993] stated that Classification aims to map 

a data item into one of several predefined categorical classes.  For conducting this experiment, a 

random forest algorithm and a fuzzy-based classification algorithm were considered.    One 

effective tree-learning method in machine learning is the Random Forest algorithm. During the 

training stage, it generates a number of Decision Trees. To measure a random subset of 

characteristics in each partition, a random subset of the data set is used to build each tree. By 

introducing variety across individual trees, this randomness lowers the possibility of overfitting and 

enhances prediction performance overall. The algorithm combines the output of every tree in 

prediction, either by average (for regression tasks) or voting (for classification tasks). An example 

of reliable and accurate findings is provided by this cooperative decision-making process, which is 

aided by the insights of several trees. For classification and regression tasks, random forests are 

frequently utilized because of their reputation for handling complex data, lowering. Table 2 briefly 

explains the process of the random forest classification algorithm  

Step 1:   Select randomly  “k” features from total “m” features. 

Step 2: Where k << m 

Step 3: Among the “k” features, calculate the node “d” using the 

best split point 

Step 4: Split the node into daughter nodes using the best 

split 

Step 5: Repeat 1 to 3 steps until the “l” number of nodes has 

been reached. 

Step 6: Build forest by repeating steps 1–4 for “n” number times 

to create “n” number of trees 

Step 7: End 

Table 2 - Random Forest Algorithm 
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The act of transforming the input numerical values into membership functions is known as 

"fuzzification." Three language terms, such as low/medium/high, bad/average/good, or 

short/medium/long, can be used to describe the membership functions. Subjectively increasing the 

number of language terms—for example, by five or seven—will result in excellent accuracy. A 

membership function is a function that indicates the extent to which a certain input is a member of a 

set. Table 3 briefly explains the steps   

 

Table 3 - Steps for Fuzzy based classification 

The most important features and their corresponding feature importance that have been selected for 

the fuzzy classification algorithm are represented in Table 4.    

 

 

 

  

 

 

Table 4 - Most important Features 

 A membership function's output value is always between 0 and 1. Another name for the output 

value is a membership value or membership grade.  Figure 2 portraits the membership function for 

the feature “fine_rcvd”.   Figure 3 represents the code in python to generate fuzzy rules. 

Feature  Feature importance 

       int_rcvd  0.1418 

opening 0.1363 

fine_rcvd 0.1241 

interest rate 0.1129 
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Figure 2 - Membership function for “fine _rcvd” 

 

Figure 3 - Fuzzy Rules 

Results and Discussions 

The experiment is to analyse the accuracy obtained in two different classification models 

such as random forest algorithm and fuzzy-based modelling. The accuracy obtained by both 

classifiers is depicted in Table 5 and a graphical representation of the result is displayed in Figure 4.  

Classifiers Accuracy (%) 

Random Forest 99.1 

Fuzzy  84.6 

Table 5 - Accuracy 
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Figure 4 depicts the input values given to the fuzzy classifier for evaluating the loan credibility 

behaviour of a customer.     

 

 

 

 

Figure 4 - Fuzzy Input 

After giving the input values to the fuzzy classifier, it displayed the output as in Figure 5 which 

represents the probability of approving or rejecting a loan. 

 

Figure 5- Probability of approving or rejecting the loan 

Conclusion 

In this paper, a comparative analysis between random forest classification and fuzzy-based 

approach is done to predict the loan repayment capability of a banking customer specially in the 

case of mortgage loans. It is very difficult for bank officers to determine whether to approve loan 

applicants or not.  Now the experiment has proved that both techniques can help bank officers to 

make decisions more accurately.  
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